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WHO WE ARE

We exploit data, analytics and
design to help our clients be
the best they can be

We were born and proven in
Formula One, where the smallest
margins are the difference
between winning and losing and
data has emerged as a
fundamental element of
competitive advantage
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About me

Philip Pilgerstorfer

Data Scientist at QuantumBlack, a McKinsey Company
London
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Explainability of complex machine learning models is crucial to their
uptake by a wider audience
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What makes a good explainability method? GLIM!

Global-Perspective
 Local Explanations give us a Global Perspective of the model

@ Local Fidelity

« Explanations must be locally faithful

Interpretable
» Explanations should be easy to understand
« Explanations should only highlight a few important variables

‘_—hg Model-Agnostic
(@

« Explainability method does not depend on underlying method used

SOURCE: Ribeiro et al., "Why Should | Trust You?": Explaining the Predictions of Any Classifier, https://arxiv.org/abs/1602.04938 All content copyright © 2019 QuantumBlack, a McKinsey company 8
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Post-hoc XAI enables the user to achieve explainability without

changing their base model
XAl 'sits on top’ of the model and the data
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XAI methods have been booming over the past couple of years

LIME SHAP

(Locally Interpretable Model-agnostic (SHapley Additive exPlanations)?

Explanations)’
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SHAP value

Package availability

Lime Model-agnostic High http://github.com/marcotcr/lime
Kernel SHAP Model-agnostic Very high http://github.com/slundberg/shap
Tree SHAP Tree methods Medium Ibidem

Deep SHAP Neural networks Medium Ibidem

1 Ribeiro et al. (2016), "Why Should | Trust You?’: Explaining the Predictions of Any Classifier”, https://arxiv.org/abs/1602.04938

2 Lundberg and Lee (2017) “A unified approach to interpreting model predictions®, https://arxiv.org/abs/1705.07874

3 Derived from SHAP for deep learning
All images taken from respective publications/github repositories
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LIME: Locally Interpretable Model-agnostic Explanation

f: model to explain g(x) — argmln L(f} g’ ) + Q(g)
g: explanatory models gea | o
Goodness of fit of  Penalize complexity
explanatory model “Simple explanation”
We find & (x) without making any assumptions of I
f as follows: . P
. + 1 +
1. Sample x' by perturbing x, weighted by d(x, x") _I_l ®
2. Get labels with y' = f(x) +4+®
. . + @ o .
3. Use linear classification on perturbed dataset | ® 0® )
I
I ° .
[]

SOURCE: 1 Ribeiro et al., "Why Should | Trust You?": Explaining the Predictions of Any Classifier, https://arxiv.org/abs/1602.04938 All content copyright © 2019 QuantumBlack, a McKinsey company 12
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SHAP: SHapley Additive Explanations

3 properties

Local accuracy: require the output of the local
explanation model g(%) to match the original model
f(x), where % is the simplified input, i.e.:

fx) =g,
Missingness: require features missing in the original
input to have no attributed impact, i.e.
fi =0= Qi = 0
Consistency: stipulates ¢,;(f',x) = ¢;(f, x) for any two

models f and f' if the feature’s contribution in f’ > the
feature’s contribution in f.

SOURCE:
1. Lundberg and Lee (2017) “A unified approach to interpreting model predictions®, https://arxiv.org/abs/1705.07874
2. Lloyd S Shapley (1953) “A value for n-person games”, In: Contributions to the Theory of Games, 2:28, pp.307-317

SHAP satisfies them

Explanation model:
Class of additive feature attribution models,

9@ = @y + XL, 9i%;

Shapley values2:
@; € R — unified measure of additive feature attributions

IS|!(M —|S| — 1)!
;= ng\{i} M [fsuiy (Xsugy) — fs(xs)]

Intuition: “The contribution of x; if it joins a random
subset x¢”
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Illustrative example using the UCI Adult data set
Classifying likelihood of high income in US population

The Adult data set is available from the UCI ML Repository

 Objective is classification into high salary (>50k) or low
salary (<50k).

« Data contains personal information like age, education,
work class, occupation, marital status, ethnicity

* Train set contains 32,560 observations; test set 16,281.

Median income in 2015
inflation-adjusted dollars
I $60,000 or more
I $50,000 to $59,999
$45,000 to $49,999

Less than $45,000
U.S. median is $55,775

The data reflects the historical imbalance and bias in
salaries with regard to gender but also race and ethnicity. .0

0 100 Miles PR
9
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SOURCE: Data: Dua, D. and Karra Taniskidou, E. (2017). UCI Machine Learning Repository: Irvine, CA: University of California, School of Information and Computer Science.
Image: https://www.census.gov/library/visualizations/2016/comm/cb16-158 median_hh _income_ map.html All content copyright © 2019 QuantumBlack, a McKinsey company 15
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Individualised explanations using LIME

Example person
Low Income High Income

0 1 Feature Value

Prediction probabilities
Capital Gain > 0.00

Low Income 0 [ 0.19 | 031 Capital Gain 7298.00
i 0.00 < Marital Status...
High Income 1 [ olgt B0 e Marital Status_Married-civ-spouse 1.00
Capital Loss <= (3..850. Capital Loss 0.00
.I:%grs per week > ... Hours per week 50.00
37.00 < Age <= 48.00 Age 41.00
o.04

Contributions to high income prediction:
« Married
« 37 <age <=48
« Working 50 hours

Contributions to Jow income prediction:
* No capital losses recorded
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SHAP enables you to visualise individualised explanations...

Legend for categorical values:
Sex: 0 =F, 1 =M | Marital status: 2 = married, 3 = married, spouse absent

Typical example Occupation: 0 = Adm-clerical, 5 = Sales

higher & lower
output & base value

-0.05809 -0.008089 0. 04191 0. 09191 0. 1419 0. 1919 0.22>. 2419 0. 2919 0. 3419 0. 3919 0. 4419 0.4919 0.5419
Hours per week = 46 Marital Status = 2 Age = 21 Educatlon Num =11 Capltal Gain = 0 Occupation = 5 Capital L

High probability of >$50k earnings

higher & lower
base value output value
0.7581 -0.5581 -0.3581 -0.1581 0.04191 0.2419 0.4419 0.6419 0.8419 0.92 1.042 1.242

' )))'-_

Age = 36 Hours perweek 60 Educatlon Num—15 Marltal Status = 2 Capital Gain = 5,178

Low probability of >$50k earnings

higher & lower

output value base value
-0.05809 0.01 0. 04191 0. 1419 0. 2419 0.3419 0.4419 0.5419
Age =48 Marital Status =3 Hours per week = 32 Capital Gain =0 | Education-Num =9 ' Sex =0 ' Occupation =0
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... and individualised explanations across the cohort

sample order by similarity —

0 100 200 300 400 500 600 661 700 800 900

Young adults: non-married, fewer

)

c—:; 0.4017 years in education

>

> 0.2419
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S 0.041914 st B _ _ b oo i)
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Z 3581 People with non-zero Married adults working Older married adults
capital gain regardless long hours, regardless with many years of

060814 of other factors of years in education education
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Use case: Risk scores for drivers

Journey A Journey B
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Our solution uses a Random Forest plus LIME/Shap for interpretability

~1500 features ~100 features

»

Feature engineering  Feature Selection

Creation of single and Use of elastic net

multi-dimensional regularization select

features based on subset of features and

hypotheses tree prevent overfitting to the
training set

SOURCE: Team analysis

Random Forest

A random forest can
discover complex
non-linear
relationships between
features

v

LIME/Shap

Personalized
interpretations of
the RF results

All content copyright © 2019 QuantumBlack, a McKinsey company 20



How could this look like?

&~ Your trips

< Tues 22.08'17 » Daily v

P re d iC tion Acceleration avg Braking avg
4
Acceleration
. Braking
Interpretation .
Cornering
Fuel economy
Trip Miles Mph Mpg Duration Score
. 20.3 27 34 00:52
Supporting
Information

126.2 14 426 00:40

Improve your cornering score

AN S ° 2§ °9
L ‘0 \%Oﬁ D_\ fT

Trip
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Questions?

Philip Pilgerstorfer

@ philip.pilgerstorfer@quantumblack.com
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